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Overview of the talk

• Motivation
• Use-cases for LLMs in CTI
• Short recap: how do LLMs actually work?

• Inference, training, fine-tuning

• Obstacles to using LLMs for CTI è we need local LLMs
• Needed: benchmarking- and training datasets
• CTI.tools
• Fine-tuning a local LLM: initial results
• Integration with MISP
• Status-quo and next steps



Motivation - useful things with AI – beyond 
the hype



In the AI SIG, we identified 5 main uses cases
for AI in CTI
1. Summarization: CTI analysts need to digest a lot of threat intel 

reports
2. RAG: Analysts might want to search (question-answering) on CTI 

reports
3. NER: Analysts would like to get the information out (“information 

extraction”) from CTI reports
4. T-Codes mapping: Extracting MITRE TTPs from text reports
5. Knowledge graph / STIX 2.1 / MISP standard: Extract relationships



RAG
Retrieval 
Augmented 
Generation



NER
Named 
Entity
Recognition



Can we do that locally? Yeah, maybe but first, 
how does an LLM actually work?



Next work/token prediction

• LLMs get trained on 
“masked” input
• Their goal: predict the next 

word (token)
• Everything beyond that is 

an “emerging property” 
kinda like magic
• …but it is not magic, just 

statistics



Obstacles to using LLMs for CTI
And possible solutions



Problems with LLMs

• Hallucinations
• What are the risks for CTI 

reports?

• Political / business decisions 
taken because the AI 
generated a wrong 
summary?
• Start war because of wrong

intel?



Guardrails

• Make the LLM adhere to a strict, smaller 
vocabulary
• Use easier, smaller models to keep the 

LLM “in bay” 
• Mix of Experts (MoE)
• Use RAG for limiting the context the LLM

may even use
• Few-shot prompting
• Fine-tuning (LoRA)
• Custom training (continuous pre-training)



Sending my CTI reports or requests to a third-
party?
• Data goes to AI providers 

• How is my data used?
• For training updated models? 

• might end up in someone else’s output
• Across users (session leakage)

• Legal implication
• TI feed providers don’t allow to re-share
à breach of contract
• Are you using VS Code for editing local files? Co-Pilot?
à The files get uploaded !
• PII and privacy-related regulation



è We need local models!

But: can a local model do this just as 
well?
Local models  FTW! … let’s see…



How to do fine tuned, local models?

• Use a good, open base foundational 
LLM: mixtral, mistral, Llama-2, 
Llama-3
• But can we do it? Are they as good?
• Can we train them on our data?
• Do we need a datacenter of GPUs?
• No!

• Use a solid base-model 
• Add a LoRA model “on top”



Datasets, benchmarking
the need for high quality data for training and benchmarking



Related research & existing datasets

• AnnoCTR (Bosch, CTI conf Berlin) – 400 reports

• TRAM – on document level only
• ORKL.eu ß
• CyNER

• Additionally: MISP Galaxies
• Malpedia

• So far, all NER annotators that we found, were not ideal

• Therefore, ….

13000 reports

Mixed quality

Converted from PDF

Shout-out do Robert Haist!

Thanks!



Problems with datasets

• No clear standardized taxonomy of NER categories
• Data is messy, hard to train on
• No standard benchmark dataset for CTI LLMs



CTI.tools AI workbench
For annotation



CTI.tools - overview

Goal: Make AI tooling accessible 
to the CTI community*

* while solving the CTI dataset 
problem



CTI.tools - goals

Checklist to get people to contribute:

ü Provide a benefit to the users
ü Easy, intuitive and fun to use
ü Usable by everyone with internet 
ü Everybody profits



Live Demo



Goal: making AI for CTI accessible to everyone

Summaries and TL;DR for reports Extract information from reports





• AI powered workbench to turn CTI texts into actionable information

• Built to help you, so you can help us in making it better!

• It’s a crowed-sourced effort, we need you. Please get in touch with the authors if 
you can contribute labeling skills. 

• Even just quickly labelling 10 reports would help us.

• All the results will be available to everyone who participates.

• When it comes to training AI, it’s never too much data, only too little...

Recap & call to action!



Training a local LLM



Our approach: LoRA on orkl.eu

• Orkl.eu - ~ 13k CTI reports, slides, etc.

• Problem: PDFs to text

• We used 5k reports

• Found out, we need to clean up the reports

• Used LLMs to clean up and convert to markdown

•à train with it



Demo



Integration into MISP



Objectives

• Want to have a generic and standardized RESTful API interface so 
that
• We can talk with a local LLM
• … also with a remote LLM (openAI, openAI vs. Azure, Anthropic (Claude), …)

• Enforcing a consistent answer format (JSON)
• Example: unstructured info into LLM à JSON out

• Ensuring the analyst flow in the MISP platform and integration with 
the MISP event reports format



First integration with MISP



How to install it?

Already in mainline MISP 2.4 (as a PoC)
1. git pull
2. # also make sure, misp-modules is updated, installed, 

running
3. servicectl apache2 restart

Next make sure that markdown support is enabled:



Review the CTI Info Extractor extension



Send the report to the LLM



Voila! Context and tags



Status-quo & next steps



Status quo, next steps

üAdapting a base model to CTI texts, works
üDoing NER for CTI texts work
üDataset for fine-tuning released
üModel uploaded to HuggingFace
üInitial user-documentation
• Training of larger models (70b+) WIP 

(hint hint, GPUs anyone?)
• Improved dataset needed à

we need you as experts à cti.tools
• Evaluate, re-train again, re-publish model + 

report (paper)
• Include into cti.tools and improve again

継続は⼒なり



Call for action

• We are going to release benchmark data + models + code
• Great help: GPUs
• Even better: your participation / expert knowledge
• Participate in https://cti.tools
• Documentation + Code: https://github.com/ctitools
• Dataset: https://huggingface.co/datasets/ctitools/orkl-cleaned-small
• Models: https://huggingface.co/ctitools

https://cti.tools/
https://github.com/ctitools
https://huggingface.co/datasets/ctitools/orkl-cleaned-small
https://huggingface.co/ctitools


Thank you!
Aaron Kaplan
Email: aaron@lo-res.org
Twitter/X: @_aaron_kaplan_
Mastodon: 

Jürgen Brandl
Email: first@j3.at

Alexandre Dulaunoy
Mastodon: adulau@infosec.exchange
Email: alexandre.dulaunoy@circl.lu
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