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Cloud Security Doesn’t Matter

When Is NetWareCloud Shipping?



::Setting Some Context

The Internet is a remarkably frail 
operating platform, loosely hinged on 

luck, politeness, ad hoc peering & 
transit, handshake relationships and 

the IP Protocol*

*It’s up more than it’s down because even the bad guys need it up to operate...



::Setting Some Context

At the end of the day, we’re adding 
layers of abstraction/indirection to 

40 year old technologies and 
practices & wondering why we still 

have issues



There Ain’t Nuthin’ Wrong With The InterTubes!



:: Context

The Internet assumes a fictional 
trusted core but is in fact an 

untrusted, unreliable & hostile 
platform.  

So then, is Cloud.



Anyone Know What This Is?



More Familiar?



Rare? Yes. 



Tragic? Absolutely.



Guess What? No Definitions Of Cloud



Provider’s/Technician’s View
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 Abstraction of Infrastructure

 Resource Democratization

 Services Oriented

 Self-Service, On-Demand 
 Elasticity/Dynamism

 Utility Model Of Consumption
 & Allocation



From the Consumer’s Perspective...

Everything Is Cloud...



CloudWoW!

CloudWow! You’ll Say “HOW?” Every Time...



The Journey to the InterCloud

Begins With a Single Slide, It Does...



...It Ends With One, Too...

...and Here It Comes...



Journey To The Intercloud Made Simple

Private Cloud

Public Cloud

Virtual 
Private Cloud

Stand-Alone
Data Centers

Virtualized
Data Centers

Cloud Brokers

Hybrid Clouds

Intercloud

Federation / Workload Portability / Interoperability



Three delivery models that people talk about  about 
when they say “Cloud”:

The SPI Cloud Model

Software as a Service 
(SaaS)

Platform as a Service 
(PaaS)

Infrastructure as a Service 
(IaaS)

End Users

Developers

SysAdmins

What Do These
Look Like?}



Cloud Model :: Infrastructure as a Service (IaaS)
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Cloud Model :: Platform as a Service (PaaS)
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Cloud Model :: Software as a Service (SaaS)

Hardware

APIs

Integration & Middleware
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Lots Of *aaSes...Variations On a Theme

*David Linthicum: Defining the Cloud Computing Framework http://cloudcomputing.sys-con.com/node/811519

Packaging these up in combination yields lots of *aaS(es):

Storage as a 
Service

Database as a 
Service

Information as a 
Service

Process as a 
Service

Integration as a 
Service

Security as a 
Service

Management as a 
Service

Testing as a 
Service...
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Applications
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The Many Dimensions Of Cloud :: SaaS

Security
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The Many Dimensions Of Cloud :: PaaS
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The Many Dimensions Of Cloud :: IaaS
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:: The Cloud, It’s Impact On 
Security and Vice-Versa



IaaS Security :: Guest/Host-Based
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 IaaS

Provider secures “their” 
infrastructure to maximize 
availability & multi-tenancy

Remainder of the stack 
(and confidentiality, 
integrity) is your problem

General focus is on VM’s 
& Guest-Based

Provider

ConsumerVMs/Containers

OS & Applications

Data



All You, Baby...

7.2. Security. We strive to keep Your 
Content secure, but cannot guarantee 
that we will be successful at doing so, 
given the nature of the Internet...you 
acknowledge that you bear sole 
responsibility for adequate security, 
protection and backup of Your Content 
and Applications...We will have no 
liability to you for any unauthorized 
access or use, corruption, deletion, 
destruction or loss of any of Your 
Content or Applications.



Provider owns the compute, 
network, storage layers & 
programmatic interface 
security

The consumer creates the 
applications based upon 
supported development 
environment

Writing secure applications 
and ensuring your data is safe 
is on you

PaaS Security :: Programmatic

PaaS
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Oh, Passwords?

2.1. You must provide accurate 
and complete registration 
information any time you register 
to use the Service. You are 
responsible for the security of your 
passwords and for any use of your 
account. If you become aware of 
any unauthorized use of your 
password or of your account, you 
agree to notify Google 
immediately.



SaaS Security :: All or Nuthin’

The provider owns the 
entire stack

Security (C, I and A) 
becomes a contract 
negotiation

Traditional security and 
compliance functions 
are more administrative 
& policy-focused
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Good As Good Gets...

8.3. Protection of Your Data. Without limiting 
the above, We shall maintain appropriate 
administrative, physical, and technical 
safeguards for protection of the security, 
confidentiality and integrity of Your Data. 
We shall not (a) modify Your Data, (b) 
disclose Your Data except as compelled by 
law in accordance with Section 7.5 
(Compelled Disclosure) or as expressly 
permitted in writing by You, or (c) access 
Your Data except to provide the Services or 
prevent or address service or technical 
problems, or at your request in connection 
with customer support matters.



What This Means To Security

Hardware
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::So What Does That Really Mean?
Depending upon the Cloud delivery model, 
many options for compensating controls are 
abstracted to “good enough” or are simply 
unavailable

The provider abstracts away the compute, 
storage and network which “simplifies” 
things but eliminates entire classes of 
capability, limiting visibility and options

Even with the potential for API’s and open 
interface standards, when it comes to Cloud 
we’re at the mercy of what is provided 
and...



It All Comes Down To Trust...

What are we going to differently about who 
we trust, how and why? 



Heart Of Darkness ::
Corrosive (t)Rust



:: Heart Of Darkness
Corrosive (t)Rust

Virtualization & Cloud’s Operational 
Integrity, confidentiality and 
availability are based on faith and:

Trust in providers

Trust in protocols

Trust in hardware

Trust in software

Trust in operations & people



:: Trust <> Control

Cloud is all about gracefully 
losing control

Control is often an emotional 
issue we are often 
unprepared to deal with

Transparency & visibility can 
easily make up for things that 
are out of your direct control 



Cloudifornication: Stacked Turtles (Er, Frogs) 

“Stacking Clouds on 
Clouds” and building 
levels of abstraction 
adds complexity and 
staggering 
interdependencies

We’re building on a 
very shaky foundation/
weak base of frogs; 
one goes, they all go



Same As It 
Ever Was

Hypervisor vulnerabilities

Lack of TCB implementations

Lack of Standards

Introduction of monocultures

Information Leakage

Substantial Downtime

Security By Obscurity



::Familiar Security Challenges

Availability & SLA’s

Confidentiality & Privacy

Visibility & Manageability 

Portability & Interoperability

Reliability & Resiliency

Vendor Lock-in

eDiscovery & Forensics

Information Lifecycle

Change Control

Compliance



::and What’s Old is New(s) Again

Access Control

Data Leakage

Authentication

Encryption

Denial Of Service/DDoS

Key Management

Vulnerability Management

Application Security

Database Security

Storage Security

SDLC 

Protocol Security 

Identity Management

Risk Management



Air Deccan : 
Simpliflying the Cloud

There is an ancient Hindi 
proverb that says:

“...just because you can, 
doesn’t mean you 
should...

...use duct tape to secure 
the wing of a Airbus 320 
that flies at 36,000 feet...”

http://blog.mobissimo.com/archives/392-Air-Deccan-Finds-New-Uses-For-Tape-Airplane-Wing-Repair.html

http://blog.mobissimo.com/archives/392-Air-Deccan-Finds-New-Uses-For-Tape-Airplane-Wing-Repair.html
http://blog.mobissimo.com/archives/392-Air-Deccan-Finds-New-Uses-For-Tape-Airplane-Wing-Repair.html


Rules Of the Road

The only thing keeping 
you alive are some 
painted yellow lines, a 
general agreement that 
everyone wants to 
arrive at their final 
destination & the trust 
that each will keep to 
their side of the road...



Rules Of the Road

The only thing keeping 
you alive are some 
painted yellow lines, a 
general agreement that 
everyone wants to 
arrive at their final 
destination & the trust 
that each will keep to 
their side of the road...
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We Are Product Rich, 
But Solution Poor

What’s true with VirtSec is true with
Cloud, only more so. Viva Le 4 Horsemen!

Depending upon the type of Cloud, you 
may not get feature parity for security. 

Your visibility and ability to deploy or have 
a compensating control deployed may not 
be possible or reasonable. 

As it stands now, the abstraction of 
Infrastructure is really driving the cyclic 
shift from physical network controls to 
logical/virtual & back into the host/guest



Centralized

Distributed

Mostly Distributed

Unreliable/Slow

Reliable/Fast More Reliable/Faster

Compute

Data

Bandwidth

Mostly Reliable/Fast

Mostly Centralize
d

Display

Web3.0/Infrastructure 2.0?/Security 1.3a?

Mainframes

Client/Server

Web1.0

Web2.0

The Cloud

Achtung! Divergent Models

* Credit: Gunnar Peterson



The Hamster Sine Wave of Pain...*

* With Apologies to Andy Jaquith & His Hamster...
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The Hamster Sine Wave of Pain...*

* With Apologies to Andy Jaquith & His Hamster...
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::Converged Simplexity - Pushing the Envelope

• As we converge compute, network and 
storage our speeds and feed issues don’t 
subside, they intensify

• Integrating virtualized security capabilities at 
network scale becomes even more 
challenging: 10GbE/40GbE/100GbE...
virtualized DC’s are pushing to terabit fabrics

• As we’ll see, this is a squeezing the balloon 
problem



::Cloudanatomy

Infrastructure

Infostructure

Content & Context -
Apps, Data, Metadata, Services

Glue & Guts - 
IPAM, IAM, BGP, DNS, SSL, PKI

Sprockets & Moving Parts - 
Compute, Network, Storage



::Cloudanatomy

Infrastructure
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Owning the
Stack

Infrastructure

Infostructure

Metastructure



Cloud Happiness :: 
Warm & Fuzzies

Centralized Data (sort of...)

Segmented data/applications

Better Logging/Accountability

Standardized images for asset deployment

Better Resilience to attack & streamlined incident 
response

More streamlined Audit and Compliance

Better visibility to process

Faster deployment of applications, services, etc.

The Cloud can provide the following security benefits:



::Information Intercourse?

•Clouds on Clouds on Clouds...
•Amorphous perimeters and the migration to multi-tenancy
•Socialist security & co-mingled data in multi-tenant elastic environments
•Really crusty protocols and even more stale approaches to integration
•Security becomes a question of SCALE...

Infrastructure

Infostructure

Metastructure



::Caveats
The following is constructed to make you 
think

We’re going to discuss a lot of interesting 
things

Some are academic, some are practical

Some things are specific to cloud, others not

The names have not been changed to protect 
anyone, nor so they seek to impugn anyone

Think about the big picture, not the little 
illustrations



An Example Is In Order...
Imagine a fictional Public IaaS Cloud 
Provider...

Let’s call them “Da Nile Web Services*”

Virtualization, multi-tenancy & Isolation 
based on a VMM: Elastic Compute, 
Network & Storage Services...

Let’s take a journey & imagine how what 
we’re going to discuss might affect this 
fictional provider of service

*It ain’t just a river in Egypt (or South America...)



Physical FAIL

Rackspace, Amazon, Google, 
Microsoft. Power Failures 
have all caused numerous 
data center outages

CI Hosts - Robbery.

*HT to Jesse Robbins: Failure Happens, CloudCamp Interop

Infrastructure

Core IP Networks - FBI Seizure

Four Times



Infrastructure

As large Cloud providers 
consolidate to mega 
datacenters, bandwidth, peering 
& transit traffic patterns will shift 
based on the physical location

Mobility of NextGen 
Infrastructure & virtualization/
Cloud tech. will exacerbate this

Shared infrastructure increases 
the failure impact radius

Doh!



:: Shared WavelengthsInfrastructure



:: Shared WavelengthsInfrastructure

The beauty of Cloud is that with 
infinite scale comes infinite FAIL!



:: Bit Buckets, Carrier Ethernet, 
MPLS and L2/3 VPNs

Core Infrastructure Exploits

ERNW’s Carrier Ethernet & 
MPLS subversion (Owning 
Carrier Networks)

Carriers & the NSA’s “free 
email/voice archiving”

Big, Flat L2 networks bring 
Old Sk00l l337 back. 
Remember Yersinia?

Infrastructure



:: CPU/Chipset & 
VMM Compromise

Some examples of Joanna Rutkowska & 
ITL’s work on CPU/Chipset and 
Virtualization subversion:

Xen VMM Dom0 Escalation

Xen VM escapes

Bluepilling Xen w/nested 
virtualization

Bypassing Intel’s TXT

SMM attacks

BIOS rootkits

Infrastructure



:: VMM MonocultureInfrastructure



:: Shared VM/VA/AMIsInfrastructure



:: Shared VM/VA/AMIsInfrastructure

Do you have ANY idea where these images

came from, who built them, and what
is contained within them?



10.249.0.0 10.250.0.0 10.251.0.0 10.252.0.0 10.253.0.0 10.254.0.0 10.255.0.0

Internal IP address

Zone 1 Zone 2 Zone 3

10.253.0.0

Internal IP address

c1.medium c1.xlarge m1.large m1.small m1.xlarge

(Top) A plot of the internal IP addresses assigned to instances launched during the initial mapping exper-
iment using Account A. (Bottom) A plot of the internal IP addresses of instances launched in Zone 3 by Account A
and, 39 hours later, by Account B. Fifty-five of the Account B IPs were repeats of those assigned to instances for

:: Mapping Cloud Infrastructure

Cloud Cartography* - 
Mapping Cloud Infrastructure 
& Brute Forcing Co-Resident 
EC2 AMIs w/ Side-Channel 
Attacks

Infrastructure

hours; and the assig
nment of virtual CPUs changes

often

enough on EC2 that any desire
d com

bination
will be oc-

casio
nally

achieved
. That we were able to esta

blish
relia

ble

cove
rt channels via the cach

e in EC2 alrea
dy testi

fies to this.

A patien
t atta

cker
might just wait for the requisite

condi-

tion
to com

e up, and detec
t them by adding redundancy to

his tran
smissio

n.

Note also
that the pinned Xen machine is by itsel

f a real-

istic
setu

p for virtualize
d environ

ments. In fact,
in a clou

d

data
center that never

over
-provision

s CPU reso
urces,

pin-

ning VMs to CPUs may improve
perfor

mance due to cach
es

and NUMA localit
y effects.

We thus feel
that these atta

cks

are of interes
t beyon

d their being progr
ess towards an atta

ck

within EC2.

Keystro
ke acti

vity side channel. We utilize
the Prime+

Trigge
r+Probe load

measu
rement tech

nique to detec
t mo-

mentary
activ

ity spikes
in an otherwise idle machine. In

partic
ular,

we repeate
dly perfor

m load
measu

rements and

report a keystrok
e when the measu

rement indicate
s momen-

taril
y high

cach
e usage

. Further analysis of which
cach

e

sets
were acce

ssed
might be used to filter

out false
positi

ves,

though we found that in pract
ice it suffices

to use simple

thresh
olding, e.g.,

reportin
g a keystrok

e when the probing

measu
rement is between

3.1µ
s and 9µs (the upper thresh

old

filters
out unrelat

ed system
activ

ity).

We have
implemented

and eval
uated

this atta
ck on the

pinned Xen machine, with varia
nts that exploit

either L1 or

L2 cach
e contention

. The atta
cking VM is able to observ

e a

clear
sign

al with 5% missed
keystrok

es and 0.3 false
trigg

ers

per seco
nd. The timing reso

lution
is roughly 13m

s. There

is also
a clear

differen
ce between

keys with differen
t effects,

e.g.,
typing a shell com

mand vs. pressi
ng Enter to execute

it. While the atta
cker

does not direct
ly learn

exactly
which

keys are presse
d, the atta

ined reso
lution

suffices to conduct

the passw
ord-reco

very
atta

cks on SSH sessi
ons due to Song

et al. [31].

The sam
e atta

ck could be carr
ied over

to EC2, except that

this measu
rement tech

nique applies
only to VMs that time-

share
a core

. Thus, it can
only relia

bly detec
t keystrok

es

during periods when EC2’s Xen hypervisor
assig

ns the at-

tack
er and victim

to the sam
e core

. Assuming uniform
ly ran-

dom assig
nment, this is about 25%

of the time (and changes

at most ever
y 90m

s, typicall
y much slow

er).
Statis

tical
anal-

ysis of measu
rements might be used

to identify
periods of

lucky allocatio
n. We conjectu

re that measu
ring not just the

over
all momentary

load
, but also

the use of individual cach
e

asso
ciati

vity sets
during the trigg

er stag
e, might further help

identify
the targ

et VM.

8.5
Inh
ibiti

ng s
ide-
cha
nne
l att

ack
s

One may focus defen
ses agai

nst cros
s-VM atta

cks on pre-

venting the side-ch
annel vulnerab

ilitie
s themselve

s. This

might be acco
mplished via blinding tech

niques to minimize

the inform
ation

that can
be leak

ed (e.g.
, cach

e wiping, ran-

dom delay
inserti

on, adjusting each
machine’s perce

ption
of

time [14],
etc.)

. Counterm
easu

res for the cach
e side channels

(which appear
to be partic

ularly
conducive

to atta
cks) are

extensivel
y discussed

, e.g.,
in [23,

24, 10, 26, 25, 22].
These

counterm
easu

res suffer from
two drawbacks. First,

they are

typicall
y either impract

ical
(e.g.

, high over
head

or nonstan
-

dard
hardware)

, applicat
ion-specifi

c, or insufficien
t for fully

mitiga
ting the risk. Secon

d, these
solu

tion
s ultim

ately
re-

quire being confident that all
possib

le side-ch
annels have

been
anticip

ated
and disab

led— itsel
f a tall

order, especial
ly

in light of the deluge of side channels observ
ed in rece

nt

year
s. Thus, at the curren

t state
of the art,

for uncondi-

tion
al secu

rity
agai

nst cros
s-VM atta

cks one must reso
rt to

avoi
ding co-re

sidence.

9.
CO
NCL

USI
ON
S

In this paper, we argu
e that fundamental risks arise

from

sharin
g physical

infrast
ructure between

mutually
distru

stful

users,
even

when their actio
ns are isola

ted
through machine

virtualiza
tion

as within a third-party
clou

d com
pute serv

ice.

However
, having demonstrat

ed this risk
the obvious next

questio
n is “what should be done?”.

There are a number of approac
hes for mitiga

ting this risk.

First,
clou

d providers may obfuscat
e both

the intern
al stru

c-

ture of their serv
ices

and the placem
ent policy

to com
plicat

e

an advers
ary’s atte

mpts to place
a VM on the sam

e physi-

cal machine as its targ
et. For example, providers might do

well by inhibiting simple network-based
co-re

sidence checks.

However
, such approac

hes might only slow
down, and not

entirel
y stop

, a dedicate
d atta

cker
. Secon

d, one may focus

on the side-ch
annel vulnerab

ilitie
s themselve

s and employ

blinding tech
niques to minimize the inform

ation
that can

be

leak
ed. This solu

tion
requires

being confident that all pos-

sible side-ch
annels have

been
anticip

ated
and blinded. Ulti-

mately
, we believ

e that the best solu
tion

is simply to expose

the risk
and placem

ent decisi
ons direct

ly to users.
A user

might insist
on using physical

machines populated
only

with

their own VMs and, in exchange, bear the opportu
nity cost

s

of leav
ing som

e of these
machines under-u

tilize
d. For an

optimal assig
nment policy

, this addition
al over

head
should

never
need

to exceed
the cost

of a single physical
machine, so

large
users

—consuming the cycles
of many serv

ers—would

incur only minor penaltie
s as a fract

ion
of their tota

l cost
.

Regar
dless,

we believ
e such an option

is the only foolproof

solu
tion

to this problem
and thus is likel

y to be demanded

by custom
ers with stron

g privac
y requirem

ents.
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:: Mapping Cloud & The 
German Tank Problem

During World War II, German 
Panther tanks production was 
accurately estimated by Allied 
intelligence using statistical 
methods.

Guy Rosen’s concept of using 
AWS EC2 Resource IDs to 
externally count # of resources 
provisioned during a specific 
timeframe

Infrastructure

*http://www.jackofallclouds.com/2009/09/anatomy-of-an-amazon-ec2-resource-id/

http://www.jackofallclouds.com/2009/09/anatomy-of-an-amazon-ec2-resource-id/
http://www.jackofallclouds.com/2009/09/anatomy-of-an-amazon-ec2-resource-id/


            :: vMotion Poison Potion

John Oberheide’s* vMotion subversion 
(with extensions re: long distance 
VMotion over said Carrier Ethernet/
MPLS)

69

Infrastructure

Host VMM A

VM Instance

Host VMM B

       VM Instance

Man-in-the-middle
Mallory

Can modify arbitrary VM

OS/application state

Network

unencrypted

Host Amigrates VMto Host B

Figure 1: An example of a man-in-the-middle attack against a live VM migration.

2 BACKGROUND
Virtual machines and virtualization technology provide

numerous technical and cost advantages [4]. However,

the use of virtualization also introduces a novel set of se-

curity challenges [8]. In particular, there are novel con-

cerns associated with virtual environments such as se-

curing large numbers of virtual machines, securing a di-

verse range of operating systems and applications across

virtual images, and securing mobile virtual machines

that may move between different physical hosts and net-

works.
There are many ways in which a virtual machine can

be moved from one VMM to another. Since virtual sys-

tems are typically stored as regular files on disk, the files

associated with a halted system can be copied to another

VMM using a network or using portable storage devices

such as USB drives. In addition to the migration of halted

virtual systems, many popular VMMs support live mi-

gration, the process of transitioning a VM from one vir-

tual machine monitor to another without halting the guest

operating system.
While various virtual machine monitors have different

wire protocols for live migration, the underlying algo-

rithms are similar. Live migration techniques [5, 9, 17]

usually begin by copying memory pages of the VM

across the network from the source VMM to the desti-

nation while the VM continues to run within the source

VMM. This process continues as pages are dirtied by

the VM. When the source VMM reaches a threshold

and deems that no additional significant progress is be-

ing made in the transferring of dirty pages, it will halt

the VM, send the remaining memory pages, and sig-

nal the destination VMM to resume the execution of the

VM. The point at which the VMM decides to halt the

source VM and copy the remaining pages is usually an

implementation-specific heuristic that attempts to bal-

ance and minimize both the duration of migration and

the downtime of the migrating VM. Other variations in-

clude the destination VMM resuming the VM early and

requesting pages from the source VMM on-demand [14].

While one might assume that networks across which

VM images are migrated are secure, this is not an en-

tirely safe assumption anymore. As live VM migration

becomes more common in many organizations, it is

likely that the migration transit path may span multi-

ple commodity networks and significant geographic dis-

tances. Indeed, virtual machines have been successfully

migrated across continents with application downtimes

as low as 1 to 2 seconds [15]. In addition, a compromised

system inside a network employing live migrations can

facilitate untrusted access to migrating VM images. The

ability to view or modify data associated with live mi-

grations or influence the migration services on source

and destination VMMs raises several important security

questions [11]. In the next section we elaborate on the

some of these threats.3 MIGRATION ATTACK CLASSES

In this section, we introduce three classes of threats to

live virtual machine migration and describe several at-

tacks applicable to each.
3.1 Control Plane

The communication mechanisms employed by the VMM

to initiate and manage live virtual machine migrations

must be authenticated and resistant to tampering. In ad-

dition, the protocols used in the control plane must be

protected against spoofing and replay attacks. A lack of

proper access control may allow an attacker to arbitrarily

initiate VM migrations.• Incoming Migration Control: By initiating unau-

thorized incoming migrations, an attacker may

cause guest VMs to be live migrated to the at-

tacker’s machine and gain full control over guest

VMs.
• Outgoing Migration Control: Similarly, by initi-

ating outgoing migrations, an attacker may migrate

a large number of guest VMs to a legitimate victim

VMM, overloading it and causing disruptions or a

denial of service.• False Resource Advertising: In an environment

where live migrations are initiated automatically to

2

*Oberheide, Cooke, Jahanian



Cloudburst VM 
Escapes* - Abusing 
emulated device 
drivers to provide 
host to guest escape 
in hosted (type 2) 
virtualized 
environments

Infrastructure

*Kostya Kortchinsky, Immunity, Inc.

            :: Cloudburst VM Escapes



:: BGP, DNS & SSL

•Kaminsky’s DNS attacks
•ERNW’s | Kapela & Pilosov’s BGP attacks, YouTube (Prefix Hijacking, MITM)
•Moxie Marlinspike’s SSL/TLS - Chained Certs, Null Certificate
   Prefix Bug, MITM, General Browser sux0r
•Sotirov et. al. Rogue CA & MD5 (...and so on, and so on...)

Metastructure



Uncle Vint Sez...

Each cloud is a system unto itself. 
There is no way to express the 
idea of exchanging information 
between distinct computing 
clouds because there is no way 
to express the idea of “another 
cloud.” ...there is no way to 
express how that protection is 
provided and how information 
about it should be propagated to 
another cloud when the data is 
transferred.

“

“ http://blogoscoped.com/archive/2008-01-22-n10.html

Metastructure

http://blogoscoped.com/archive/2008-01-22-n10.html
http://blogoscoped.com/archive/2008-01-22-n10.html


::APIs, Interfaces & 
“Simplexity”

There are literally 
dozens of competing 
cloud interface and API 
specifications & 
standards

If complexity is the 
enemy of security, what 
is abstracted simplicity? 

Metastructure



Stuck In the MiddleMetastructure

•Developers want to point-click-deploy to Cloud from an IDE
•To them, Cloud is a platform with API’s & Interfaces, not
   infrastructure 
•DevOps - Zen through Automation, Cultural Phenomenon, 
   Operational collaboration or Abstraction as a Distraction?

Infostructure



:: Who Owns Cloud Failure?Infostructure

Bitbucket runs on Amazon’s AWS (EC2/EBS)
Their site was down for almost 20 hours.



:: Who Owns Cloud Failure?Infostructure

We were attacked. Bigtime. We had a massive flood of UDP 

packets coming in to our IP, basically eating away all bandwidth to 

the box. This explains why we couldn’t read with any sort of 

acceptable speed from our EBS, as that is done over the network. 

So, basically a massive-scale DDOS. That’s nice.

This is 16-17 hours after we reported the problem, which frankly, is 

a bit disheartening. Why did it take so long to discover? Oh well.



:: Who Owns Cloud Failure?Infostructure

“Marketing is not a root cause”
- Benjamin Black 

“If you single-source your 
infrastructure provider, one day 

you’re going to get your butt 
handed to you on a platter.  The 

appearance of ‘infinite scale’ does 
not mean you’ll automagically 

realize ‘infinite resilience or 
availability”

- Me 



:: Misunderestimation

Cloud: WebAppSec v AppSec?

Information Exfiltration

CloudFlux & FastFlux 
CloudBots 

DDoS & EDoS - Economic 
Denial of Sustainability

Infostructure



This Sting(k)s...
OWASP Top 10

Injection Flaws

Cross Site Scripting

Malicious File 
Execution

Insecure Direct 
Object Reference

Cross Site Request 
Forgery (CSRF)

Information Leakage 
& Error Handling

Broken Authentication 
& Session Management

Insecure Cryptographic 
Storage

Insecure 
Communications

Failure to restrict URL 
access

Infostructure



SQUIRREL!



::Layer 8
Systemic process changes 
that affect how users 
interact with services that 
can change at a moment’s 
notice

The ‘Oops’ factor
(esp. in SaaS) is
going to be an 
issue...

Infostructure



            :: Infocalypse*MisInfostructure

*”Web2.x” application architecture, disguised/
confused as “Cloud” but running on traditional 
non-elastic infrastructure that is poorly configured 

*Barrett Lyon



Then There’s the Other 
Extreme...

All this 
abstraction...

Sits atop more 
abstraction...

In the form of 
AWS... Heroku...

Nginx

Varnish

Erlang

Debian

PostgreSQL Memcached

AWS



Incident Response

How do you instantiate and 
operationalize an Incident 
Response Plan across your 
“infrastructure” when the bulk of it 
you don’t own or control?

If we have little or no visibility into 
the underlying infrastructure (or in 
some cases even the applications) 
and providers don’t provide that 
capability, what do you do?



Forensics And/Or 
eDiscovery At Scale

Highly variable 
workloads

Huge volume levels

Massive Multi-
tenancy

High Abstraction

Encryption

Restricted Access
(customer v provider)

Imagine 50,000+ Nodes, All Virtualized With: 

Hypervisor

Memory

Network

CPU

VM

OS

Applications

Data

Storage



Infrastructure

Infostructure

Metastructure

Hypervisor

With technology like TPM/TXT, knowing where something is 
executing and by whom, is antithetical to the marketing to 
consumers of Public Cloud where elasticity/scale rule & location is 
uninteresting even given resource fluidity & multi-tenancy...

Hypervisor
Hypervisor

Hypervisor

:: Attestation & Trusted Computing



:: Cloud Providers 
You Can’t Have It Both Ways

You Can’t Claim:
•Service Superiority & Availability
•Better Security
•Better Performance & Cost
Back That Up With:
•1990’s SLA’s
•Outages & Breaches
•Lack Of Transparency
And Then Say:
•IT Goes Down, So We Can Too
•Your Expectations are Too High
•We’re Still Better...

Perception IS Reality



It Ain’t About
Being New...

People are so wrapped up 
in new flashy ‘sploits

This is about being 
pragmatic and fixing the 
stuff that’s fundamentally 
broken & has been for some 
time

Where’s the threat 
modeling, risk assessment 
and management?



:: Cloudifornication Redux

Infrastructure

Infostructure

Metastructure

Application/WebApp Insecurity, SQL 
Injection, Information Exfiltration

MPLS, Routing & Switching, Chipset & 
Virtualization Compromise

BGP, SSL & DNS Hijacking

In Cloud, MUCH of this is out of your control...



New Solutions To 
Old Problems
The Realities of Today’s CloudSec Solutions 
Landscape:

Whatever the provider exposes in the 
SaaS/PaaS/IaaS Stack

 Virtualization-Assist API’s (If Virtualized) 

Virtual Security Appliances (VM-based)

 Software in the Guest (If Virtualized)

 Integrating Appliances & Unified 
Computing Platforms (Network-based 
solutions)

 Leveraging Trusted Computing Elements



::What Are We 
Doing About It?

Emerging Infrastructure

Converged Compute, 
Network & Storage solutions 
emerging

Virtualization Platforms 
evolving

IP NGN’s deploying

Crippling Metastructure

Struggling with Infostructure



::What Are We 
Doing About It?

Emerging Infrastructure

Crippling Metastructure

DNSSec

BGP Extensions 

IPv6

LISP, HIP, etc...

Open API’s & Interfaces

Struggling with Infostructure



::What Are We 
Doing About It?

Emerging Infrastructure

Crippling Metastructure

Struggling with Infostructure

We still have buffer overflows

The Browser Battle is lost

Applying L1-6 “solutions” to 
Layer 7 & 8 “problems” 

Totally disconnected from 
Metastructure & Infrastructure



Someone Moved My 
Cybercheese...

People who would not ordinarily think 
about security are doing so

While we’re scrambling to adapt, 
we’re turning over rocks and shining 
lights in dark crevices

Sure, Bad Things™ will happen

But, Really Smart People™ are 
engaging in meaningful dialog & 
starting to work on solutions

You’ll find that much of what you have 
works...perhaps just differently; setting 
expectations is critical



Wrapping Up...

Attacks on and using large-scale 
Public Cloud providers are coming 
& Cloud services are already 
being used for $evil

Hybrid security solutions (and 
more of them) are needed

Service Transparency, Assurance 
& Auditability is key (CloudAudit)

Providers have the chance to 
make security better. Be 
transparent.



::Cloud...

We made the 
mess, now it’s 
time we started 
thinking about 
how to clean it 
up...



Here’s How:

http://www.CloudSecurityAlliance.org

http://www.CloudSecurityAlliance.org
http://www.CloudSecurityAlliance.org


...and CloudAudit {.org}



IF It All Comes Down To Trust...

What are we going to differently about who 
we trust, how and why? 
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Name: Christofer HOFF

Twitter: @Beaker

Email: choff@packetfilter.com 
-or-
hoffc@cisco.com [work]

Blog: 
www.rationalsurvivability.com

Phone: +1.978.631.0302
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